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Efficient and trustworthy decision making through human-in-the-loop
visual analytics: A case study on tax risk assessment
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Data mining and AI techniques are increasingly being used to automate data analysis. Ideally, one may wish
to completely automate the data analysis process, but in many real-world applications a full automation
may pose significant risks. In these cases, human analysts must be directly involved to refine the analysis or
to make the final decisions. A challenging problem, therefore, is how to perform efficient and trustworthy
decision-making when humans are an integral part of the analysis pipeline. We propose a “human-in-the-
loop” methodology that leverages data mining, machine learning, and visual analytics to improve and speed
up the analysis. A key feature is the use of a dashboard that integrates intuitive visual tools, which aid
analysts to efficiently discover hidden data patterns or to get helpful insights. We describe in particular how
this methodology has been successfully applied to support Revenue Agency officers in tax risk assessment.
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1. Introduction

In a digitized world, the extraction of knowledge from
data is a fundamental need to support decisions or
predict the behavior of observed phenomena. Ad-
vances in data mining, machine learning and AI play
a critical role in optimizing this process, and poten-
tially might completely automate it, including the
decision-making phase. Figure 1 shows an illustration
of a fully automated data analysis. Data from various
sources are collected and stored based on appropriate
data models. Specific data portions, in a predefined
format, are then automatically extracted and passed
to the data processing phase, whose outcome is a
prediction or a decision that triggers some action.
No human is involved in this analysis pipeline, apart

from its design, configuration and periodic supervi-
sion. Today, there are several software applications
or features that work this way. For example, anti-
spam filters automatically classify an incoming email
as spam, and move it to the junk folder, without a
direct interaction with the user.

Attempts to completely automate data-driven
decision-making are being made in several fields such
as finance, e-commerce, health, automotive, cyberse-
curity and the environment. For instance, many cy-
bersecurity companies are investing a lot of resources
to develop security incident response automation1.
They wish to provide systems that can respond to cy-
berattacks at computer speeds – with a very limited
human involvement – by exploiting machine learning
and AI techniques.
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However, at least in the short term, a full au-
tomation may pose significant or unacceptable risks,
in many application domains. Apart from (possible)
ethical problems, the main issue is about the level of
uncertainty that often characterizes the data in input
to the processing phase, which, in turn, propagates
to its outcome. In other words, the uncertainty may
drastically compromise the accuracy of automated
analysis. It is also unclear how machine learning al-
gorithms may react to inputs that significantly differ
from those used in the training phase. Because of this
uncertainty, an AI-based software that automates
clinical diagnoses can pose serious risks to patients’
health and safety, if no rigorous human validation of
its outcomes is carried out. In these cases, the data
analysis process must necessarily include the presence
of a human analyst, who is the responsible for making
the final decisions or for refining the analysis2.

There exists an extensive body of literature de-
voted to describe the role that humans play in the
development of effective machine learning algorithms,
which is referred to as human-in-the-loop machine
learning (HILML)3.

More in general, human-in-the-loop approaches
are not only restricted to machine learning, but they
are attracting increasing interest in data science. Here,
the idea is to make humans an integral part of the
data analysis pipeline, since some tasks may require
the sensitivity of a human analyst with high experi-
ence in the specific application domain. This emerg-
ing topic, known as human-in-the-loop data analysis
(HILDA)4, focuses on how to optimize the human-
computer cooperation through the usage of suitable
user interfaces and interaction models. In particu-
lar, when using ML or AI engines in data analysis
systems, human analysts may strongly benefit from
visual analytics techniques to understand the deci-
sions or predictions made by these engines5.

Information visualization tools are therefore key
components in the fields of HILDA and explainable
AI, since they provide a valuable aid in the design
of decision support systems based on the human-in-
the-loop paradigm. According to this paradigm, the
user constantly interacts with the system with the
aim to: (i) convey to the system their knowledge and
experience in order to provide rules or tuning mecha-
nisms for the machine learning engines; (ii) inspect
the results automatically provided by the system in
order to understand the nature of such results and val-
idate their appropriateness, reliability, and usability,
depending on the specific domain of interest.

Hereafter, we propose a human-in-the-loop
methodology that leverages visual analytics tech-
niques to improve and speed up the data analysis

process. The methodology stems from the experience
gained in the development of three decision support
systems for tax risk assessment, whose effectiveness
has been experimentally validated in previous works6.

2. Human-in-the-loop methodology
for data analysis

Our human-in-the-loop methodology is illustrated in
Figure 2 and relies on the following principles:
– final human validation: final decisions are always
made by a human analyst, machine learning and
AI modules can be used, but the analysis cannot
be completely automated, and a human mediation
is mandatory;

– human-centered analysis: the analyst plays a cen-
tral role in the data analysis process, providing
valuable knowledge and expertise, in particular,
they interact with the system throughout the pro-
cess by:
(i) selecting the data sources;
(ii) defining the analysis entry point;
(iii) choosing the data processing algorithms;
(iv) exploring the results of the system;
(v) validating and refining the results.

– visual analytics-driven workflow : the analyst in-
teracts with a UI dashboard, in a domain-specific
software system, to carry out every analysis task;
the dashboard integrates sophisticated visualiza-
tion techniques and visual tools to speed up the
analysis, to discover hidden data patterns or to get
helpful insights.

The proposed methodology gives a very abstract out-
line of how the analysis process should be conducted.
In particular, the goals and the specific analysis tasks,
as well as the type of data itself may drastically im-
pact on the UI, on the visual analytics techniques,
on the data model, and on the processing algorithms.
Therefore, for a more concrete understanding, we will
describe a case study of our methodology to support
Revenue Agency officers in the tax risk assessment7.

3. Case study: tax risk assessment

Revenue Agency (RA) officers devote a lot of work
to discover tax evasion and tax avoidance. The fiscal
audit process refers to the set of activities they carry
out for this purpose. This process largely consists
of the analysis of data within the RA database,
which includes information about single taxpayers
and their relationships like economic transactions,
shareholdings, and corporate positions. Specifically,
analysts look for certain interactions among taxpay-
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ers, called suspicious patterns, that could reveal tax
evasion activities. Suspicious patterns are derived by
abstracting the characteristic traits of real cases of
tax evasion/avoidance or, more in general, of fiscal
risky schemes. They can be conveniently modeled as
topological structures, i.e. as small groups of intercon-
nected entities, along with the specification of some
constraints on economic attributes associated with
these entities and/or with their interconnections. For
example, Figure 3a shows a real case of a risky scheme
involving a company (C1) in the building sector and
a real estate company (C2). C1 sells a building to C2,
issues an invoice for 1 million euro, declares its VAT
debt for this invoice, but never pays it. While C2 re-
quests a refund for the VAT credit of its purchase. By
analyzing the refund request, RA officers discovered
that C1 and C2 were owned by the same taxpayer
(T1). The VAT refund was therefore denied by the RA,
due to the high fiscal risk exhibited by this scheme.
A specific suspicious pattern, named SuppliesFro-
mAssociated, has been derived from this real case
of risky scheme (see Figure 3b for an illustration).
This pattern has a triangular topology, where both
the seller (C1) and the buyer (C2) of an economic
transaction are participated by the same subject (T1).
To generalize the pattern, the following additional
rules have been included: the amount of the economic
transaction is greater than or equal to a specified
threshold Y ; the VAT payment of the seller is less
than a specified threshold Z; the VAT credit declared
by the buyer is higher than a specified threshold X.

Since suspicious patterns have an inherent topo-
logical structure, their detection can be significantly
improved by adopting a taxpayer network data model,
which can be built from the RA (relational) database
and stored into a graph database8. In a taxpayer
network N , each node ν of N represents a single tax-
payer, i.e. either an individual or a legal person, like
a private company or a public institution. Whereas
arcs in N are directed and model economic relation-
ships between pairs of taxpayers. For example, an arc
(µ, ν) may represent an economic transaction where
taxpayer µ is the seller and taxpayer ν is the buyer.

Ideally, a fully automated fiscal audit could work
as follows. Let E be the total set of actual tax evasion
attempts or events that can be revealed by an optimal
analysis of the taxpayer network.
– A first set C ⊃ E of candidate risky schemes is
automatically extracted from N .

– Then, every element in C \E is (automatically) fil-
tered out by performing a suitable data processing
on the input C.

– Eventually, the final output is an automated gen-
erated report describing each element of E.

Unfortunately, due to various sources of uncer-
tainty, the aforementioned automated analysis fails,
namely it may produce many false positives and false
negatives. The main sources of uncertainty are listed
below.
– Missing or imprecise data sources: a taxpayer net-
work typically contains several hundred thousand
nodes and some million arcs, consequently some
data items could be missing, wrong, imprecise, or
outdated.

– Inherent uncertainty of risky schemes: the iden-
tification of risky schemes necessarily requires an
implicit or explicit knowledge of their models (i.e.,
suspicious patterns), but every model is an approx-
imation of the real world.

– High dimensionality of N : there are various kind
of nodes and arcs in N , which may have several
attributes of different types, therefore the identi-
fication of reliable models of risky schemes may
require an infeasible number of observations.

– Unpredictability of future risky schemes: future
risky schemes can be substantially different from
those already known, but detection strategies are
based on the latter ones.
We therefore propose a human-in-the-loop

methodology for discovering actual risky schemes in a
taxpayer network. Our methodology focus on how to
support human analysts – through a suitable visual
analytics system – to efficiently find a set E′ of risky
schemes such that E′ is hopefully a good approxima-
tion of E. The final decision about whether a specific
risky scheme in E′ is an actual tax evasion activity can
be made only by human analysts after a rigorous ex-
amination of the related documentation; we omit the
description of this phase because it does not involve
any digital tool. Set E′ can be found through several
analysis loops that require a strong user involvement.
Salient steps of a generic iteration are listed below:
– Suspicious pattern definition
– Suspicious pattern matching
– Automatic preliminary taxpayers’ risk assessment
– Visual exploration of matching results.
We now briefly describe each of them in a separated
subsection.

3.1. Suspicious pattern definition

Due to the enormous size of a typical taxpayer net-
work, it is not possible to explore it as a whole. In-
deed, risky schemes of E′ can be found by exploring
only small subnetworks Si (1 ≤ i ≤ |E′|) of N con-
taining taxpayers’ interactions that conform to some
suspicious pattern. The specification of a suspicious
pattern is therefore the entry point for the extrac-

Efficient and trustworthy decision making through human-in-the-loop visual analytics

17



tion of these subnetworks of N . Analysts, based on
their domain knowledge, can define new suspicious
patterns using a high level domain-specific visual lan-
guage (see, e.g., Figure 4)9, which significantly speeds
up this step. Moreover, a library of known suspicious
patterns can be easily created and reused.

3.2. Suspicious pattern matching

Let E′(P ) ⊂ E′ be the set of risky schemes associated
with a specific suspicious pattern P . The extraction of
the corresponding subnetworks Sj (1 ≤ j ≤ |E′(P )|)
is carried out by running a graph pattern matching
algorithm on the whole taxpayer network (see Figure
5 for an illustration). Basically, this algorithm takes
in input P and N , and returns all the subnetworks
in N that match P . The use of a graph database
to store the taxpayer network makes it possible to
efficiently identify subnetworks Sj .

3.3. Automatic preliminary taxpayers’
risk assessment

Analysts have to assess the fiscal risk of taxpayers in
the subnetworks returned by the previous matching
algorithm. This phase can be partially automated
by assigning to each taxpayer certain risk indexes,
which provide a first estimation of their fiscal risk.
Furthermore, risk indexes make it possible to rank
taxpayers from the most risky to the least risky. Ana-
lysts can therefore start their in-depth investigations
from the riskiest ones. Various types of risk indexes
are computed, including both classical social network
analysis (SNA) indexes and some domain-specific
indexes. We also make use of a tax risk forecasting
model10 based on machine learning algorithms. The
forecasting model is trained on the basis of the out-
come of previous fiscal audits. It turns out to be quite
effective on identifying the most risky taxpayers. Fur-

thermore, based on the consensus that risky subjects
may negatively affect the behavior of their business
partners, we apply an information diffusion method
to propagate the fiscal risk in the taxpayer network.
The diffusion process is based on a stochastic model
that simulates the spread of an information over an
underlying network.

3.4. Visual exploration of matching results

Starting from the subnetworks returned by the graph
pattern matching phase, analysts carry out a visual
exploration of its neighborhood in the taxpayer net-
work, enriched with the fiscal risk scores (see, e.g.,
Figure 6)11.

The purpose of this phase is to support the an-
alyst in validating the fiscal risk scores assigned by
the previous phase. This human validation activity is
fundamental for the tax administration, which must
have complete control over the taxpayer selection
process. In fact, thanks to a visual exploration of the
taxpayer network, the analyst can better assess the
real risk profile of taxpayers, thus carrying out a more
effective selection of tax audits. Namely, the analyst
can find new risky graph patterns or false negative
cases. This information closes the loop of the system
by enriching the pattern library and by improving
the performance of the forecasting model.

4. Final remarks

We have described a human-in-the-loop methodol-
ogy to support an efficient and trustworthy decision-
making process. As clearly emerged in the description
of the tax risk assessment case study, an effective
application of this methodology requires a strong
involvement of domain experts, whose contribution
embraces both the usage of decision support systems
and the design and tuning of their software modules.
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Figure 1: Illustration of a fully automated data analysis

Figure 2: Illustration of a human-in-the-loop methodology for data analysis

(a) real case of a risky scheme (b) suspicious pattern SuppliesFromAssociated

Figure 3: Illustration of (a) real case of a risky scheme and of (b) the corresponding suspicious pattern
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Figure 4: Graphical interface used in TaxNet to define a suspicious pattern

Figure 5: Tax officers encode risky relational schemes among taxpayers into suspicious graph patterns to be
searched in the taxpayer network. The pattern in the figure represents a SuppliesFromAssociated scheme,
consisting of an economic transaction (black edge) and two shareholding relationships (green edges)

Figure 6: Visualization of a portion of the taxpayer network in MALDIVE Starting from a high-risk subject
(dark red background), the analyst expands the network by exploding the relationships of some taxpayers. Black
edges represent economic transactions, green edges are shareholdings, and purple edges are corporate positions.
At the end of the analysis the analyst may add a personal feedback to the record of the investigated taxpayers
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Processi decisionali efficienti e affidabili tramite analisi visuale con metodologia
human-in-the-loop: un caso di studio sulla valutazione del rischio fiscale

Riassunto: Il data mining e l’intelligenza artificiale sono sempre più utilizzati nell’analisi dei dati. L’ideale
sarebbe ottenere un’automazione completa, ma in molte applicazioni ciò comporta rischi significativi. In
questi casi è necessario il coinvolgimento diretto di analisti umani per raffinare l’analisi o per prendere le
decisioni finali. Un problema rilevante è quindi come garantire un processo decisionale efficiente e affidabile
nel quale gli esseri umani sono parte integrante del processo di analisi. Proponiamo una metodologia
human-in-the-loop che sfrutta il data mining, il machine learning, e la visualizzazione per migliorare il
processo di analisi. Un elemento chiave è l’uso di una dashboard visuale intuitiva, di supporto all’indivi-
duazione di relazioni e pattern di dati nascosti. Come caso di studio, descriviamo un’applicazione di questa
metodologia per l’analisi del rischio fiscale nell’ambito delle attività dell’Agenzia delle Entrate.

Keywords: Human-in-the-loop – Data mining – Analisi visuale – Visualizzazione di reti – Valutazione
del rischio fiscale
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